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ABSTRACT:  Hippocampal spatial view cells found in primates respond
to a region of visual space being looked at, relatively independently of
where the monkey is located. Rat place cells have responses which
depend on where the rat is located. We investigate the hypothesis that in
both types of animal, hippocampal cells respond to a combination of
visual cues in the correct spatial relation to each other. In rats, which have
a wide visual field, such a combination might define a place. In primates,
including humans, which have a much smaller visual field and a fovea
which is directed towards a part of the environment, the same mechanism
might lead to spatial view cells. A computational model in which the
neurons become organized by learning to respond to a combination of a
small number of visual cues spread within an angle of a 30° receptive field
resulted in cells with visual properties like those of primate spatial view
cells. The same model, but operating with a receptive field of 270°,
produced cells with visual properties like those of rat place cells. Thus a
common hippocampal mechanism operating with different visual recep-
tive field sizes could account for some of the visual properties of both
place cells in rodents and spatial view cells in primates. Hippocampus
2001;11:699-706. © 2001 Wiley-Liss, Inc.

INTRODUCTION

It has been demonstrated that rat hippocampal pyramidal cells respond
when the animal is located at a particular place in a given environment, and
these cells are designated as place cells (O’Keefe and Dostrovsky, 1971;
McNaughton et al., 1983; O’Keefe, 1984; Muller et al.,, 1991, 1994;
Markus et al., 1995; O’Keefe et al., 1998). This observation, together with
the fact that lesions in the hippocampus impair navigation based on allocen-
tric visual cues, led to the cognitive map theory of the hippocampus
(O’Keefe and Nadel, 1978; Redish, 1999). This hypothesis raises the ques-
tion of exactly how visual cues influence hippocampal cells in rats to result in
their firing when the rat is at a particular place in a visual environment.

In contrast, in recordings made in the primate hippocampus during spa-
tial tasks including active walking in a spatial environment, Rolls et al. found
litcle evidence for place cells, but have discovered that there are spatial view
cells. These cells respond when the monkey is looking at particular places in
the environment, and their firing is relatively independent of the place where

the monkey is located (Rolls et al., 1997, 1998; Georges-
Francois et al., 1999; Robertson et al., 1998; Rolls,
1999). The representation of space that they provide is in
allocentric coordinates (Georges-Frangois et al., 1999;
Rolls et al., 1998; Rolls, 1999). Many spatial view cells
continue to fire in the dark when the monkey looks to-
wards the spatial view field, and indeed the representa-
tion is updated by idiothetic (self-motion) cues such as
eye position and head direction (Robertson et al., 1998).
The activity is maintained by an ongoing memory pro-
cess, in that the spatial view field can show some drift in
darkness, and may last for only a number of minutes. In
addition, a small proportion of primate spatial view cells
are task-dependent, in that in an object-place memory
task, the responses of some depend on not only the spatial
position of the stimuli, but also on whether the object has
been shown in that location before, the task being per-
formed by the monkey (Feigenbaum and Rolls, 1991). In
these respects, spatial view cells in primates are analogous
to place cells in rats. The difference is that rat place cells
represent the place where the rat is located, and primate
spatial view cells represent the place at which the monkey
is looking (Rolls, 1999).

In this paper we consider whether a common hip-
pocampal mechanism could lead to place cells in rodents
and spatial view cells in primates. If visual cues in the
environment are to play a role in producing these types of
neuronal response, then the size of the field of view is
likely to be an important parameter. For example, in the
case of the rat which has a large field of view (180-270°;
see Rolls, 1999; Walls, 1967; Duke-Elder, 1958; Adams
and Forrester, 1968), hippocampal cells which re-
sponded to a combination of visual cues present in this
wide field of view in a given relative spatial relation might
encode the place where the rat was located (see Fig. la).!
In contrast, in the case of primates (including humans),
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'These values for the field of view of rats are arrived at
by noting that the rat retina subtends 150° in the visual
field (Walls, 1967), and that the optic axis of the rat eye
is oriented at 60° from the body axis (Duke-Elder, 1958),
producing an estimated field of view of 270°; and also
by direct recording of visual-evoked potentials in the rat
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FIGURE 1. Sketch of square containment area in which the agent

is situated. The containment area contains a grid of 200 X 200 pos-
sible positions x, y which the agent visits during the simulations, and
at each position the agent rotates its head direction 0 through 360° in
increments of 5°. In addition, the containment area has a number of
visual cues distributed evenly around the perimeter. As the agent
explores its environment, individual hippocampal cells are stimulated

partly because of the foveate nature of the retina, a relatively small
portion of space (20-30°) is usually viewed at one time, and if
hippocampal neurons respond to a combination of visual cues
towards which the animal’s gaze was directed, then this might
produce spatial view cells (see Fig. 1b).> An underlying conceptu-
alization is that hippocampal cells learn to respond to a combina-
tion of landmarks present together at the same time within the
visual field. If the visual field is large, then this type of learned
combination will lead to place fields. On the other hand, if the field
visible at any one time is small, as in primates, then the combina-
tion of landmarks that can be associated together by associative
(Hebbian) learning will cover a small area of visual space, and the
neuron will thus have responses like those of a primate spatial view
cell.

To investigate the relationship between the responses of rat
place cells and primate spatial view cells, we formulated a model to
investigate how differences in the field of view of rodents and
primates might lead to differences in the spatial response properties
of their hippocampal cells. During simulations of the model, the
agent was allowed to explore a given environment, and the effects
of altering only the size of the field of view (« in Fig. 1) were
investigated. In principle, place fields can be determined in several
ways (e.g., McNaughton et al., 1996; Burgess and O’Keefe, 1996).
A simple geometric model is described here. It is based on the local

visual cortex produced by stimuli at different positions in the
visual field (Adams and Forrester, 1968).

>The foveate nature of the primate retina results in acuity declin-
ing markedly from its foveal value by 15° away from the fovea in
humans, and in macaques the decline is likely to be greater due
to the reduction in retinal ganglion cell density and the cortical
magnification factor (Wilson et al., 1990; Rolls and Cowey,
1970).

by specific visual cues currently within the field of view of the agent .
Left: The case for a rat with a 270° field of view. Right: The case for a
primate with a 30° field of view. Shaded areas correspond to sizes of
fields of view of agents. In the model presented here, the firing rates of
hippocampal cells are dependent on angles ¢ subtended by visual
cues currently within the field of view of the agent.

view subsystem of the agent (Zipser, 1985; Leonard and Mc-
Naughton, 1990; Touretzky and Redish, 1996; Redish, 1999), in
the sense that the neuronal responses are determined by the visual
sensory aspects of environmental landmarks. Our model uses what
we call an “angles subtended” approach. The underlying hypoth-
esis is that the responses of hippocampal neurons are determined
by calculating the angles subtended between sets of visual cues
distributed across the environment. The basic parameters of the
model are the number of visual cues within the field of view and the
angles subtended between them with respect to the agent. It should
be noted that the distance between the agent and the visual cues is
not an explicit parameter used in calculations.

The results of the simulations show that the model is able to
produce either place or spatial view cells, depending on the size of
the field of view of the agent. This suggests that the hippocampus
and its input systems could use similar mechanisms to determine
the spatial response properties of its cells, with the differences in
neuronal responses being at least partly due to the different sizes of
the visual fields of rats and primates. Moreover, the results suggest
that a mechanism analogous to that which could lead to the spatial
view cells found in primates could be involved in generating the
visual response properties of place cells in rodents.

THE MODEL

In the model, each cell fires maximally when the angles sub-
tended by visual cues in the current field of view of the agent are
close to those that were learned by the cell when the agent was in a
given position in the environment with a given head direction,
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producing what was defined for that cell as its optimal view. How-
ever, consistent with neurophysiological observations (O’Keefe
and Speakman, 1987), we assume that not all of the cues associated
with the optimal view need to be within the field of view of the
agent for the cell to be stimulated, and that the cell can be activated
by a subset of the cues from the original optimal view which are
present in the current field of view, provided that they subtend the
correct angles with respect to each other. Specifically, in the model
presented here, the cell will be stimulated if there are at least three
cues present from the optimal view. This is because at least three
cues are required within the field of view of the agent to uniquely
specify the location of the agent within a plane. If we consider the
case of a rat with a large field of view, say 270°, then the optimal
view for a particular cell will encompass visual cues in a 270° arc
around the animal. Whatever the head direction, it is likely that
more than three cues from the optimal environmental view will
always lie within the field of view of the animal. Then, as long as the
animal remains in the location associated with the optimal view,
the angles subtended by the visible cues will be close to the ideal
angles associated with the optimal view. Thus, in this case the cell
will appear to fire when the animal is at a particular location.
However, if we consider the case of a primate with a relatively small
field of view, say 30°, then the optimal view for a particular cell will
encompass visual cues in a 30° arc ahead of the animal. This means
that all of the cues associated with the optimal view will occur in a
particular spatial location towards which the primate is looking. In
this case, the cell will fire maximally when the animal is looking at
the appropriate location in space.

The details of the model are as follows. An agent is placed into a
square environment (containment area) at a location (x, y) with a
head direction 6, as shown in Figure 1. The containment area
contains a grid of 200 X 200 possible positions which the agent
visits during the simulations, and at each position the agent rotates
its head direction through 360° in increments of 5°. The contain-
ment area has a number of visual cues distributed evenly around
the perimeter. Then, an optimal view is randomly assigned to a cell
in the model by choosing an arbitrary location (X;4e,» Yigea) and
head direction 6,4, for the agent. When the agent is so positioned,
the visual cues will have the correct arrangement with respect to the
agent to stimulate the cell maximally. Then, given the field of view
a of the agent, the location (x> Jigea) and head direction 8,
define which visual cues are within the optimal view, and define the
ideal angles subtended by these cues with respect to the agent for
which the cell fires maximally. That is, with the agent located at
(Xigeal Yideat) With a head direction 6,4, for each pair of cues (¢}, ¢,)
within the field of view o of the agent, the ideal angle
¢ subtended by the cues with respect to the agent is calculated
and stored. Once the cell has been assigned an optimal view and the
ideal angles e

vant cell with the agent situated at any new location and head

have been calculated, the firing rate of the rele-

direction is calculated as follows. First, given the current location
(x, y) and head direction 6 of the agent, the number of cues from
the original optimal view that are within the current field of view a
of the agent is calculated. If there are less than three cues, then the
firing rate r?x,y) of the cell for location (x, y) and head direction 6 is
set to zero. If there are three or more cues, then the calculation

proceeds as follows. For each pair of cues (¢, ¢,) within the current
field of view of the agent, the actual angle &(cy, ¢,, x, y) subtended
by the cues with respect to the current (x, y) location of the agent is
calculated. Then for each pair of cues (¢;, ¢,), the following differ-
ence between the actual and ideal angles is calculated

eé:ij/;l) = |¢(Clr [2> X, )’) - d)l(;:ﬁ) ° (1)

In Equation (1), the absolute value of the difference between the
actual and ideal angles is calculated. However, although not im-
plemented in the simulations presented here, an alternative step
might be to calculate a Gaussian of this difference. The same op-
eration is performed for a number of pairs of cues (typically 10 in
the simulations, as described in Results) within the field of view «,
excepting repeated pairs of the form (¢, ¢,) = (¢, ¢;). Then the
average difference between the actual and ideal angles for the pairs
of cues is calculated as

> ey

{i}
E., = N (2)
where {7, j} denotes the set of the visible pairs of cues for which the
cell responds to the angle subtended between the cues, and NVis the
number of such pairs of cues. A relatively small number of 10 for NV
was chosen for most simulations, on the assumption that each cell
might not respond to a vast number of angular differences. In
practice, we explored values for Vin the range 632, and obtained
similar generic results to those shown in the paper. Finally, the cell
firing rate r?x,w for position (x, y) and head direction 6 is given by

a—E

0 %y
Floy = ———. 3
(x,9) Q (3)

(c1,2)
() )
a, E, , must also be less than a. Therefore, the effect of Equation
(3) is to normalize the firing rates between 0 and 1. However, a
mechanism that was found to be important for replicating the
desired cell response properties was to include a tolerance 7" (with
units in degrees) that ensures that all of the cue pairs must be close
to the ideal angle before the cell fires. That is, if there is a cue pair

(¢15 ¢,) such that

Since the terms ¢ must be less than the size of the field of view

(e e x,9) = bl = T (4)

then we set 7{), » = 0.This mechanism should be similar in oper-
ation to calculating a Gaussian of the differences between the ac-
tual and ideal angles in Equation (1), as discussed above, but where
the Gaussian profile is quite narrow.

In the simulations, place fields within the containment area, and
spatial view fields around the perimeter of the containment area,
are calculated as follows. During the simulation, the agent is
moved through all 200 X 200 possible grid positions within the
containment area, and in each position the agent has its head
direction rotated through 360° in increments of 5°. For each head
direction, the firing rate of the neuron is calculated as described
above. To calculate place fields, for each location within the con-
tainment area the average firing rate of the cell is computed over all
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head directions. The average cell firing rate in position (x, y) is
given by

E r(ex,y)
8

Rup=" 5
where the sum is over all head directions of the agent, and H is the
number of head directions of the agent. The above average is cal-
culated for every position within the containment area. To calcu-
late spatial view fields, the perimeter of the containment area is
divided into a large number of small intervals or bins in which
average firing rates are computed. Then, for each bin around the
perimeter of the containment area, the average firing rate of the cell
is computed over all instances in which a straight line along the
agent’s head direction fell into that bin. The average cell firing rate
in a bin & on the perimeter is given by

E r?x,y)
Q

N,

R, = (6)
where the sum is taken over the set {) of all positions of the agent
during the simulation defined by the triples x, y, 8 for which a
straight line along the agent’s head direction fell into bin 4, and N,
is the number of such positions. The number of visual cues that
occupied the optimal field of view of the agent was a parameter of
model, that was normally set to be eight cues, for both the rat and
monkey simulations. However, we explored different values for the
number of visual cues that activated a cell during initial training in
the range 5-32, and found that the results were generically similar,
as noted in Results. This parameter effectively represents how
many cues in the initial training environment are actually used by
each spatial cell, rather than the actual density of cues that might be
available in natural environments. The actual density of cues in an
environment is not strictly relevant to the model, as the cells of the
model learn a defined number of visual cues during initial training
in the environment.

RESULTS

The simulations showed that in the model, the cells had place
fields when the field of view is 270°, and had spatial view fields
when the field of view was reduced to 30°—60°.

An example of a place field effect obtained is shown in Figure 2.
The field of view o was 270°. In this case, eight cues within the
optimal field of view in the environment were learned by the cells,
and the tolerance was set to 77 = 40. Here, as in the following
examples, (Xigeap Yidea) = (0.25, 0.25), and 64, = 270°. The
place field was well-defined, occupying approximately 15% of the
containment area. Figure 2 also shows the spatial view field of the
cell, which was very extensive, in that the cell responded when the
agent was looking at all four walls of the environment. In this and
all other Figures in this paper, during learning there was a con-
straint applied for biological plausibility that each cell should learn

L

FIGURE 2. Simulation of cell firing, as an agent with a 270° field
of view explored the containment area with sides of unit length. In the
plot, the darkness of the shading is proportional to the average cell
firing rate at that location, with high firing rates signified by black and
low firing by white. Within the containment area are plotted the
average firing rates of the cell when the agent was at particular loca-
tions, and these plots show a place field centered at (x,4..1> Videa) =
(0.25, 0.25). Around the perimeter of the containment area are plot-
ted the average firing rates of the cell when the agent was looking at
particular locations on the walls, and it is shown that there was low
firing in every spatial view. In this simulation, the tolerance T was set
to 40.

about only a relatively small number, 10, of angles ¢ between cues.
We note that the model works just as well when each cell can learn
about many more angles. If each cell can learn about only a few
angles (e.g., =10), then clearly angles between cues in the same
small sector of space cannot provide sufficient spatial information,
and in this situation the model was constrained to learn about
nonadjacent pairs of cues in the environment.

The effects of increasing the tolerance to 7 = 60° (but leaving
the other parameters the same as in Fig. 2) are shown in Figure 3.
The result is an increase in the absolute size of the place field, since
a larger difference with respect to the ideal angle subtended is
allowed. This results in more locations within the containment
area being included in the place field. The opposite effects were
found if the tolerance 7'was decreased (e.g., to 20, not illustrated).

The effects of decreasing the field of view a from 270° to 30° are
shown in Figure 4. The tolerance used was as in Figure 2 (i.e.,
tolerance 7'was set to 40). The cells now had clearly defined spatial
view fields (which occupied, as illustrated in Fig. 4, approximately
half to one wall of the room). At the same time, the cells did not
have clearly defined place fields (as illustrated in Fig. 4), in that they
would respond when the agent was at almost all places in the
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FIGURE 3. Simulation of cell firing, as an agent with a 270° field
of view explored the containment area. This simulation is similar to
that shown in Figure 2, except that here the tolerance T'is increased to
60. The increased size of the tolerance T leads to a larger place field.

environment, provided that the agent was looking at the correct
spatial view.

The effects with small visual fields of the agent (30°) of increas-
ing the tolerance 7 to a value corresponding to that used in Figure
3 were negligible (because the angles subtended by the visible cues
were always less than the 30° field of view), and this is not illus-
trated. The effect of decreasing the tolerance 7'was to decrease the
size of the spatial view field to be smaller than that shown in
Figure 4.

This model is not very sensitive to the actual distance of the
agent from the spatial cues in the case where o is small (30°). This
was shown in simulations in which the agent was restricted during
testing to one or the other half of the environment in such a way
that at testing, only near or only far cues could be used. The nature
of the spatial view fields was little affected by this.

The plausibility of having a common computational hippocam-
pal mechanism for spatial view and place fields modulated by the
size of the field of view can be illustrated parametrically by analyz-
ing the size of the place and spatial view fields with respect to the
ratio between tolerance values 7"and size of the field of view «. For
cases where eight cues were learned by a cell and the fields of view
were 270° and 30°, the results are shown in Figure 5. The size of the
spatial fields is plotted as a function of the relative tolerance of the
angle computation process, which is simply the ratio of the toler-
ance parameter 7 of the model to the size of the field of view a in
the model. Use of this ratio for the abscissa allows a direct compar-
ison between the results from the model when using the value for a
of 270° used for the rat simulations and the value of « of 30° used
for the primate simulations. The curves at left in Figure 5 show for

the fixed field of view of 30° (the primate case) that the spatial view
fields remain well-defined and occupy a small proportion of the
walls of the room, and at the same time the place fields occupy most
of the environment for a wide range of values of the tolerance ratio.
In contrast, the curves at right (Fig. 5) show for the fixed field of
view of 270° (the rat case) that the place fields remain well-defined
and occupy a small proportion of the environment, and at the same
time the spatial view fields occupy most of the walls of the envi-
ronment for a wide range of values of the tolerance ratio. For these
graphs, the size of the spatial view fields was measured by the
proportion of the walls for which the cell had an average firing rate
greater than 0.2. Correspondingly, the size of the place fields was
measured by the proportion of the containment area for which the
cell had an average firing rate greater than 0.2. The results shown in
Figure 5 thus show that the main factor that influences whether the
cells become spatial view cells or place cells is the size of the visual

field of the agent.

DISCUSSION

An important property of this model is that the cells change
from having place fields into having spatial view fields if the field of
view of the agent is reduced (from ~270° to ~30°). This property
shows that an important factor in producing place cells in rodents

Y

FIGURE 4. Simulation of cell firing, as an agent with a 30° field
of view explored the containment area. Average firing rates plotted
within the containment area show rather uniform firing for wherever
the agent was located, while average firing rates plotted around the
perimeter of the containment area show a well-defined spatial view
field typical of those observed in neurophysiological studies with
primates. In this simulation, the tolerance T was set to 40.
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computation process, which is the ratio of tolerance parameter T of the model to the size of the field
of view v in the model. Left: Field of view of the agent = 30°, the “primate case.” Right: Field of view

of the agent = 270°, the “rat case.”

(which have large visual fields) and spatial view cells in primates
(which see a smaller field of view at any one time) could be the size
of the visual fields, as proposed by Rolls (1999), and tested quan-
titatively by numerical simulation as described in this paper. The
property arises in a model in which the response properties of
hippocampal cells are set up by a learning mechanism, in which
cells learn to respond to a spatial combination of landmarks visible
together at any one time in the environment. Thus a common and
generic process operating within the hippocampus and its input
systems could operate to produce cells with spatial firing produced
by visual cues that could account for hippocampal place cells in
rodents and spatial view cells in primates.

The model used only the angles subtended by landmark cues in
the environment. There was no explicit encoding of the distance
between the agent and the visual cues. Although distance from the
cues has been used in some previous models of hippocampal spatial
cells (Burgess and O’Keefe, 1996) and not in others (McNaughton
etal., 1996), we did not use distance as part of what determines the
responses of cells. The reasons for this are that in primates, spatial
view cells are little affected by the distance from the landmark cues
(Rolls, 1999); and that there is not strong evidence that this is
explicitly encoded by hippocampal cells in rats. We note that the
conclusion from the investigations described here is that the size of
the visual field may have a large effect on the response properties of
neurons involved in spatial functions, even if the detailed explana-
tion of the factors that account for the response properties of hip-
pocampal spatial cells includes a number of other factors.

Predictions one might make from the hypotheses developed
here are that it might be possible to influence the spatial represen-
tations found in the hippocampus by altering the extent of the field
of view. For example, it is possible that the responses of rat place
cells might become more like those of primate hippocampal spatial
view cells if the rats had a less extensive view of the visual world.

These ideas lead to the more general conclusion that the repre-
sentation of spatial knowledge in both rats and monkeys is such
that it is convenient for the formation of episodic memories (Rolls,
1999). In particular, the representation of place in rats would be

appropriate for associating an object with a given place at which the
rat was located, such as a submerged platform in a particular place.
The finding that some rat hippocampal neurons reflect more than
the place where the rat is located is consistent with the possibility
that rat hippocampal neurons are involved in a memory process
(Wiener et al., 1989; Otto and Eichenbaum, 1992; Hampson et
al., 1999; Eichenbaum and Harris, 2000; Kali and Dayan, 2000)
(which might correspond to episodic memory in nonhuman pri-
mates and humans). Correspondingly, in primates, spatial view
cells would be useful for storing an episodic memory that a partic-
ular object was at a particular seen place in the environment (Rolls
et al., 1989; Miyashita et al., 1989; Feigenbaum and Rolls, 1991;
Rolls, 1999). With spatial view cells, the place of the object or
person in an environment could be remembered even if the viewer
was not at that place. (This is because the spatial view cell firing that
represents the place “out there” in an environment where an object
is being seen could be associated with a representation of the ob-
ject, to form an “object-place” memory, which is prototypical for
event or episodic memory; Rolls, 1999.) This type of memory is a
frequent everyday occurrence in primates including humans, and
could not be performed by place cells (Rolls, 1999). (Place cells
could not implement this, as they do not fire unless the organism is
actually at the place in question.) The mechanism would involve
associative synaptic modification in an autoassociative network
between a representation of a place (in rats) or of a viewed place (in
primates) present in the hippocampus, and a representation of an
object (Rolls, 1999; Rolls and Treves, 1998; Treves and Rolls,
1994).” It is of interest that it is exactly the same type of associative
mechanism that could underlie the formation of spatial view and

*We note that the hypothesis that CA3 is an autoassociative
network useful for episodic memory was related to ideas of Marr
(1971) (who did not name the CA3 region), was developed by
Gardner-Medwin (1976), was specified more formally by Rolls
(1987) and McNaughton and Morris (1987), and was developed
analytically by Treves and Rolls (1992, 1994). This theory was
recently reviewed by Redish (1999), but not in the context of
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place cells in the model described here, namely, associative synaptic
modification between representations of landmark cues in the en-
vironment. Thus a single type of associative process which could
even be implemented in a single brain network could underlie the
formation of episodic memories and the representation of places in
an environment. In this way, memories useful for spatial naviga-
tion and episodic memories of particular object locations could be
products of a general mechanism responsible for the storage and
recall of information about a particular set of events which occur
together at the same time. A possible implementation of this is
close to current models of hippocampal function, where associative
learning between CA3 pyramidal cells plays a central role, along
with competitive learning in the dentate gyrus, which sharpens up
the representations first (Rolls, 1999; Rolls and Treves, 1998;
Treves and Rolls, 1992, 1994).4

Finally, we note that if spatial information, such as a place or a
spatial view, is to be stored in a network, then because space is
inherently continuous, a continuous attractor network may be
needed (Amari, 1977; Zhang, 1996; Samsonovich and McNaugh-
ton, 1997; Stringer etal., 2001a,b,c). Such a network can maintain
a packet of neuronal firing after the initiating stimulus is removed,
and this property usefully models the maintenance of firing in the
dark of place cells (Quirk et al., 1990; Markus et al., 1994), head
direction cells (Taube et al., 1996; Muller et al., 1996; Robertson
et al., 1999), and spatial view cells (Robertson et al., 1998). In
addition, idiothetic (self-motion) cues (such as body movement)
can update in the dark (and probably in the light) the spatial
representations provided by place cells (Quirk et al., 1990; Markus
etal., 1994), head direction cells (Taube et al., 1996; Muller et al.,
1996; Robertson et al., 1999), and spatial view cells (Robertson et
al., 1998), providing evidence that nonvisual cues as well as local
view inputs can update the firing of these spatial representations. In
considering how this update by idiothetic cues could occur, Skaggs
etal. (1995) suggested a process by which idiothetic neuronal firing
could drive the activity packet, but not a mechanism for the syn-
aptic weights from the idiothetic inputs to be set up; Zhang (1996)
suggested that the weights in the continuous attractor might be
dynamically modified by the idiothetic cues but provided no
mechanisms; Samsonovich and McNaughton (1997) suggested a
method that uses what is essentially a look-up table; and Stringer et
al. (2001a,b,c) proposed how the appropriate connections for per-
forming the idiothetic update of the continuous attractor could be
set up by self-organizing learning.

REFERENCES

primates remembering where objects are in space “out there,”
i.e., where the eyes are looking.

*Many authors have discussed the utility of competitive learning
in the dentate gyrus to orthogonalize the patterns before they are
presented to the CA3 network, as suggested by Rolls (1987). Marr
(1971) had previously noted the desirability of such a mathemat-
ical operation, McNaughton and Morris (1987) referred to deto-
nating synapses in the dentate to CA3 projection, and Treves and
Rolls (1992, 1994) produced a formal analysis of the process.

Adams AD, Forrester JM. 1968. The projection of the rat’s visual field on
the cerebral cortex. Q J Exp Physiol 53:327-336.

Amari S. 1977. Dynamics of pattern formation in lateral-inhibition type
neural fields. Biol Cybern 27:77-87.

Burgess N, O’Keefe J. 1996. Neuronal computations underlying the firing
of place cells and their role in navigation. Hippocampus 6:749-762.

Duke-Elder S. 1958. System of ophthalmology, volume 1. London:
Henry Kimpton.

Eichenbaum H, Harris K. 2000. Toying with memory in the hippocam-
pus. Nat Neurosci 3:205-206.

Feigenbaum JD, Rolls ET. 1991. Allocentric and egocentric spatial infor-
mation processing in the hippocampal formation of the behaving pri-
mate. Psychobiology 19:21-40.

Gardner-Medwin AR. 1976. The recall of events through the learning of
associations between their parts. Proc R Soc Lond [Biol] 194:375-
402.

Georges-Francois P, Rolls ET, Robertson RG. 1999. Spatial view cells in
the primate hippocampus: allocentric view not head direction or eye
position or place. Cereb Cortex 9:197-212.

Hampson RE, Simeral JD, Deadwyler SA. 1999. Distribution of spatial
and nonspatial information in dorsal hippocampus. Nature 402:610—
614.

Kali S, Dayan P. 2000. The involvement of recurrent connections in area
CA3 in establishing the properties of place fields: a model. ] Neurosci
20:7463-7477.

Leonard B, McNaughton BL. 1990. Spatial representation in the rat: concep-
tual, behavioral and neurophysiological perspectives. In: Kesner RP, Ol-
ton DS, editors. Neurobiology of comparative cognition. Hillsdale, NJ:
Erlbaum. p 363-422.

Markus EJ, Barnes CA, McNaughton BL, Gladden VL, Skaggs W. 1994.
Spatial information content and reliability of hippocampal CA1 neu-
rons: effects of visual input. Hippocampus 4:410—421.

Markus EJ, Qin YL, Leonard B, Skaggs W, McNaughton BL, Barnes CA.
1995. Interactions between location and task affect the spatial and
directional firing of hippocampal neurons. ] Neurosci 15:7079-7094.

Marr D. 1971. Simple memory: a theory for archicortex. Philos Trans R
Soc Lond [Biol] 262:23-81.

McNaughton BL, Morris RGM. 1987. Hippocampal synaptic enhance-
ment and information storage within a distributed memory system.
Trends Neurosci 10:408-415.

McNaughton BL, Barnes CA, O’Keefe J. 1983. The contributions of
position, direction, and velocity to single unit activity in the hip-
pocampus of freely-moving rats. Exp Brain Res 52:41-49.

McNaughton BL, Barnes CA, Gerrard JL, Gothard K, Jung MW,
Khnierim JJ, Kudrimoti H, Qin 'Y, Skaggs WE, Suster M, Weaver KL.
1996. Deciphering the hippocampal polyglot: the hippocampus as a
path integration system. ] Exp Biol 199:173-185.

Miyashita Y, Rolls ET, Cahusac PMB, Niki H, Feigenbaum JD. 1989.
Activity of hippocampal neurons in the monkey related to a condi-
tional spatial response task. ] Neurophysiol 61:669—-678.

Muller RU, Kubie JL, Bostock EM, Taube JS, Quirk GJ. 1991. Spatial
firing correlates of neurons in the hippocampal formation of freely
moving rats. In: Paillard J, editor. Brain and space. Oxford: Oxford
University Press. p 296-333.

Muller RU, Bostock E, Taube J, Kubie J. 1994. On the directional firing
properties of hippocampal place cells. ] Neurosci 14:7235-7251.
Muller RU, Ranck JB, Taube JS. 1996. Head direction cells: properties

and functional significance. Curr Opin Neurobiol 6:196-206.

O’Keefe J. 1984. Spatial memory within and without the hippocampal
system. In: Seifert W, editor. Neurobiology of the hippocampus. Lon-
don: Academic Press. p 375-403.

O’Keefe ], Dostrovsky J. 1971. The hippocampus as a spatial map: pre-
liminary evidence from unit activity in the freely moving rat. Brain Res
34:171-175.

O’Keefe J, Nadel L. 1978. The hippocampus as a cognitive map. Oxford:

Clarendon Press.



706 DE ARAUJO ET AL.

O’Keefe ], Speakman A. 1987. Single unit activity in the rat hippocampus
during a spatial memory task. Exp Brain Res 68:1-27.

O’Keefe ], Burgess N, Donnett ], Jeffery K, Maguire E. 1998. Place cells,
navigational accuracy, and the human hippocampus. Philos Trans R
Soc Lond [Biol] 353:1333-1340.

Otto T, Eichenbaum H. 1992. Neuronal activity in the hippocampus
during delayed non-match to sample performance in rats: evidence for
hippocampal processing in recognition memory. Hippocampus
2:323-334.

Quirk GL, Muller RU, Kubie JL. 1990. The firing of hippocampal place
cells in the dark depends on the rat’s recent experience. ] Neurosci
10:2008-2017.

Redish AD. 1999. Beyond the cognitive map: from place cells to episodic
memory. Cambridge, MA: MIT Press.

Robertson RG, Rolls ET, Georges-Frangois P. 1998. Spatial view cells in
the primate hippocampus: effects of removal of view details. ] Neuro-
physiol 79:1145-1156.

Robertson RG, Rolls ET, Georges-Frangois P, Panzeri S. 1999. Head
direction cells in the primate presubiculum. Hippocampus 9:206—
219.

Rolls ET. 1987. Information representation, processing and storage in the
brain: analysis at the single neuron level. In: Changeux JP, Konishi M,
editors. The neural and molecular bases of learning. Chichester: Wiley.
p 503-540.

Rolls ET. 1999. Spatial view cells and the representation of place in the
primate hippocampus. Hippocampus 9:467—480.

Rolls ET, Cowey A. 1970. Topography of the retina and striate cortex and
its relationship to visual acuity in rhesus monkeys and squirrel mon-
keys. Exp Brain Res 10:298-310.

Rolls ET, Treves A. 1998. Neural networks and brain function. Oxford:
Oxford University Press.

Rolls ET, Miyashita Y, Cahusac PMB, Kesner RP, Niki H, Feigenbaum J,
Bach L. 1989. Hippocampal neurons in the monkey with activity
related to the place in which a stimulus is shown. ] Neurosci 9:1835—
1845.

Rolls ET, Robertson RG, Georges-Frangois P. 1997. Spatial view cells in
the primate hippocampus. Eur ] Neurosci 9:1789-1794.

Rolls ET, Treves A, Robertson RG, Georges-Frangois P, Panzeri S. 1998.
Information about spatial view in an ensemble of primate hippocam-

pal cells. ] Neuophysiol 79:1797-1813.

Samsonovich A, McNaughton B. 1997. Path integration and cognitive
mapping in a continuous attractor neural network model. ] Neurosci
17:5900-5920.

Skaggs WE, Knierim JJ, Kudrimoti HS, McNaughton BL. 1995. A model
of the neural basis of the rat’s sense of direction. In: Tesauro G,
Touretzky DS, Leen TK, editors. Advances in neural information
processing systems, volume 7. Cambridge, MA: MIT Press. p 173—
180.

Stringer SM, Trappenberg TP, Rolls ET, de Araujo IET. 2001a. Self-
organizing continuous attractor networks and path integration I: one-
dimensional models of head direction cells. Submitted.

Stringer SM, Rolls ET, Trappenberg TP, de Araujo IET. 2001b. Self-
organizing continuous attractor networks and path integration II: two-
dimensional models of place cells. Submitted.

Stringer SM, Rolls ET, Trappenberg TP. 2001c. Self-organizing contin-
uous attractor network models of spatial view cells. In preparation.
Taube JS, Goodridge JP, Golob EG, Dudchenko PA, Stackman RW.
1996. Processing the head direction signal: a review and commentary.

Brain Res Bull 40:477-486.

Touretzky DS, Redish AD. 1996. Theory of rodent navigation based on
interacting representations of space. Hippocampus 6:247-270.

Treves A, Rolls ET. 1992. Computational constraints suggest the need for
two distinct input systems to the hippocampal CA3 network. Hip-
pocampus 2:189-199.

Treves A, Rolls ET. 1994. A computational analysis of the role of the
hippocampus in memory. Hippocampus 4:374-391.

Walls GL. 1967. The vertebrate eye and its adaptive radiation. New York:
Hafner Publishing Co.

Wiener SI, Paul CA, Eichenbaum H. 1989. Spatial and behavioural cor-
relates of hippocampal neuronal activity. ] Neurosci 9:2737-2763.
Wilson HR, Levi D, Maffei L, Rovamo J, DeValois R. 1990. The percep-
tion of form. In: Spillmann L, Werner JS, editors. Visual perception:
the neurophysiological foundations. San Diego: Academic Press. p

231-272.

Zhang K. 1996. Representation of spatial orientation by the intrinsic
dynamics of the head-direction cell ensemble: a theory. ] Neurosci
16:2112-2126.

Zipser D. 1985. A computational model of hippocampal place fields.
Behav Neurosci 99:1006-1018.



	INTRODUCTION
	FIGURE 1.

	THE MODEL
	RESULTS
	FIGURE 2.
	FIGURE 3.

	DISCUSSION
	FIGURE 4.
	FIGURE 5.

	REFERENCES

